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ABSTRACT

Recent high-resolution imaging and spectroscopic observations have generated renewed interest in

spicules’ role in explaining the hot corona. Some studies suggest that some spicules, often classified as

type II, may provide significant mass and energy to the corona. Here we use numerical simulations to

investigate whether such spicules can produce the observed coronal emission without any additional

coronal heating agent. Model spicules consisting of a cold body and hot tip are injected into the base

of a warm (0.5 MK) equilibrium loop with different tip temperatures and injection velocities. Both

piston- and pressure-driven shocks are produced. We find that the hot tip cools rapidly and disappears

from coronal emission lines such as Fe XII 195 and Fe XIV 274. Prolonged hot emission is produced by

pre-existing loop material heated by the shock and by thermal conduction from the shock. However,

the shapes and Doppler shifts of synthetic line profiles show significant discrepancies with observations.

Furthermore, spatially and temporally averaged intensities are extremely low, suggesting that if the

observed intensities from the quiet Sun and active regions were solely due to type II spicules, one to

several orders of magnitude more spicules would be required than have been reported in the literature.

This conclusion applies strictly to the ejected spicular material. We make no claims about emissions

connected with waves or coronal currents that may be generated during the ejection process and heat

the surrounding area.

Keywords: methods: numerical, Sun: corona, Sun: chromosphere, Sun: atmosphere, Sun: magnetic

fields, Sun: UV radiation

1. INTRODUCTION

Defying decades of continued efforts, many aspects

of coronal heating remain unanswered (Klimchuk 2006,

2015; Viall et al. 2021). Even the basic mechanism is a

matter of debate. Despite the fact that all the coronal

mass is sourced at the chromosphere, agreement on how

the chromospheric mass is heated and transported up

to the corona has not been reached. An early observa-

tion of the solar chromosphere reported the existence of

several small jet-like features (Secchi 1877). They were

later named spicules (Roberts 1945). With improved

observations, these spicules were seen to propagate up-

wards (Pneuman & Kopp 1977, 1978) with speed 20 -

50 km s−1. They were also seen to survive for about
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5 to 10 minutes and carry almost 100 times the mass

needed to balance the mass loss in the solar corona due
to the solar wind. Further studies of the spicules (Athay

& Holzer 1982) suggested a pivotal role in transferring

energy from the inner layers of the solar atmosphere

to the lower solar corona. However, the proposal was

not pursued further because these traditional spicules

lack emission in the Transition Region (TR) and coro-

nal lines (Withbroe 1983).

About a decade ago, using high-resolution imaging

and spectroscopic observations from the Hinode and So-

lar Dynamic Observatory missions, De Pontieu et al.

(2007, 2011) further discovered jet like features travel-

ing from the chromosphere to the corona. These features

appear all over the Sun with a lifetime between 10−150

s and a velocity of 50 − 150 km s−1. De Pontieu et al.

(2007) termed them type II spicules and suggested that

they are capable of connecting the relatively cooler solar

chromosphere with the hot corona.
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Since their discovery, multiple observations have iden-

tified type II spicules and reported on their character-

istics. However, nothing conclusive has yet been es-

tablished about their origin. Only recently, Samanta

et al. (2019) have identified the near-simultaneous ori-

gin of spicules and the emergence of photospheric mag-

netic bipoles. The tips of the originated spicules even-

tually appear in the coronal passband, suggesting that

the plasma is heated to coronal temperatures. A 2.5D

radiative MHD simulation of type II spicules (Mart́ınez-

Sykora et al. 2017) has reproduced many of their ob-

served features. This simulation also suggests that am-

bipolar diffusion in the partially ionized chromosphere

may play a crucial role in the origin of type II spicules.

On the other hand, a recent work (Dey et al. 2022) based

on radiative MHD simulation and laboratory experiment

suggests that quasi-periodic photospheric driving in the

presence of vertical magnetic fields can readily generate

spicules in the solar atmosphere. Their work, devoid

of any chromospheric physics, can still account for the

abundance of wide varieties of spicules, as seen in the

observations.

The evolution of spicules during their propagation is

understood through multi-wavelength studies (e.g., De

Pontieu et al. 2011; Skogsrud et al. 2015). Observations

of De Pontieu et al. (2011) suggest that spicule plasma

emanating from the chromosphere gets heated to tran-

sition region (TR) temperatures and even up to coronal

temperatures. Such heating may happen for two rea-

sons:

(a) Spicule propagation can produce shocks, com-

pressing the material lying ahead of it. In such

a scenario, it is not the ejected spicule material

but the pre-existing coronal material in front of it

that gets compressed by the shock to contribute to

the hot emission (Klimchuk 2012; Petralia et al.

2014);

(b) The tip of the spicule may get heated during the

ejection process, on-site, through impulsive heat-

ing and produce emissions in the coronal lines. In

the latter scenario, the emission indeed comes from

the ejected spicule material (De Pontieu et al.

2007).

The radiative MHD simulations of Mart́ınez-Sykora

et al. (2018) suggest that spicules and surrounding ar-

eas get heated by ohmic dissipation of newly created

currents and by waves. Note, however, that the cur-

rents in the simulations are relatively large-scale volume

currents and would not be dissipated efficiently at the

many orders of magnitude smaller resistivity of the real

corona. Heating in the real corona involves magnetic re-

connection at thin current sheets, of which there are at

least 100, 000 in a single active region (Klimchuk 2015).

It is not known whether the ohmic heating in the simu-

lations is a good proxy for the actual reconnection-based

heating.

Klimchuk (2012) considered a simple analytical model

for the evolution of spicules with a hot tip. He argued

that if a majority of observed coronal emission were

from such hot tips, it would be inconsistent with sev-

eral observational features (see also Tripathi & Klim-

chuk (2013); Patsourakos et al. (2014)). The result was

further supported by hydrodynamic simulations (Klim-

chuk & Bradshaw 2014). Using these simulations, they

studied the response of a static loop to impulsive heat-

ing in the upper chromosphere, which produces localized

hot material that rapidly expands upward and might

represent the hot tip of a spicule. Noticing the inability

of a single hot spicule tip to explain the observations,

Bradshaw & Klimchuk (2015) further explored the role

of frequently recurring chromospheric nanoflares. The

study was motivated by the suggestion that rapidly re-

peating type II spicules might accumulate enough hot

plasma to explain the coronal observations (De Pontieu

et al. 2011). However, the simulations were still incon-

sistent with observations.

In both the analytical model and the simulations, the

dynamics of the hot material is due entirely to an ex-

plosive expansion from the locally enhanced pressure.

There is no additional imposed force to bodily eject the

material. The consequences of such a force were inves-

tigated by Petralia et al. (2014). Their study involves

injecting cold and dense chromospheric material into the

corona with an initial velocity. The result indicates that

the production of a shock can give rise to coronal emis-

sion. However, the emission is from the preexisting coro-

nal material rather than the spicule itself. The injected

material has no hot component.

The studies mentioned above have investigated the dy-

namics of either the hot tip of a spicule without any

initial velocity or a spicule with a cold tip and finite in-

jection velocity. Our work combines these two effects.

The spicule is now injected in a stratified flux tube with

high velocity and consists of both a hot tip and a cold

body (T = 2 × 104 K). We further investigate the pos-

sibility that most of the observed hot emission from the

corona can be explained by such spicules. Through for-

ward modelling, we quantitatively compare the simula-

tions with observations to answer this question.

The rest of this paper is organized as follows. The nu-

merical setup is described in Section 2. We report on the

simulation results in Section 3. Finally we summarize

and discuss our results in Section 4.
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2. NUMERICAL SETUP

Spicules are seen to follow magnetic field lines. To sim-

ulate their dynamics, we consider a straight 2D magnetic

flux tube consisting of uniform 10 G magnetic field. We

impose a gravity corresponding to a semi-circular loop

such that the vertical component of the gravitational

force is maximum at both ends and smoothly becomes

zero in the middle of the tube. Two ends of the tube

are embedded in the chromosphere. The loop is sym-

metric about the center, which corresponds to the apex.

We use Cartesian coordinates, and therefore the loop

actually corresponds to an infinite slab. This is a rea-

sonable approximation because we are interested in how

the plasma evolves within an effectively rigid magnetic

field appropriate to the low β corona. The slab dimen-

sion corresponding to the loop length is 100 Mm. The

other dimension is 0.42 Mm, but this is not relevant.

Rigid wall boundary conditions are imposed at the sides,

and the evolution is essentially equivalent to 1D hydro-

dynamics, as discussed below. The first 2 Mm of both

ends of the loop are resolved with a fine uniform grid

with 10 km cells, while the coronal part is resolved with

a stretched grid containing 1500 cells on each side. The

fine grid close to both the footpoints allows us to resolve

the steep transition region more accurately.

The spicule simulation begins with an initial static

equilibrium atmosphere obtained with the double re-

laxation method described in Appendix A. We choose

a relatively low temperature and low density loop be-

cause we wish to test the hypothesis that the observed

coronal emission comes primarily from spicules. The

apex temperature of the loop is 0.5 MK. Figure 1 shows

the background loop profile that is used in most of our

simulations. The chromosphere is 470 km deep - ap-

proximately half a gravitational scale height. It merely

acts as a mass reservoir. Detailed chromospheric physics

like partial ionization and optically thick radiation are

not implemented in the code as we are solely interested

in coronal emission. We use a modified radiation loss

function to maintain a chromospheric temperature near

2× 104 K, as described in Appendix A.

The propagation of a spicule in the loop is emulated

through an injection of dense material from the left foot-

point. The injected material follows specified density,

velocity and temperature profiles in time which are de-

scribed below. At this injection boundary, all plasma

parameters, except the density and pressure, are set to

their initial values once the injection is over. The density

is set to have the prescribed value at the end of the injec-

tion phase, and pressure is determined from the ideal gas

equation of state. On the other hand, at the right foot-

point, all the plasma parameters maintain the initially

prescribed values throughout the entire simulation.

We solve the compressible MHD equations inside our

simulation domain using the PLUTO code (Mignone

et al. 2007) with ideal gas environment. Plasma in-

side the domain is cooled by radiation and field aligned

thermal conduction. The CHIANTI (Landi et al. 2013)

radiative loss function for coronal abundance is used to

model the radiative cooling. For anisotropic conduction,

the thermal conductivity, κ‖ = 5.6 × 10−7T 5/2 erg s−1

K−1 cm−1 is considered along the magnetic field lines,

whereas κ⊥ is taken to be zero. Also, for the saturated

conductive flux used in PLUTO, Fsat = 5φρC3
s , where

we have considered the value of the free parameter φ to

be 0.9, which represents effective thermal conduction in

the system, and Cs is the isothermal sound speed. The

MHD equations are solved in Cartesian coordinates.

The photospheric magnetic flux is found to be local-

ized and clumpy, whereas, in the corona, it fills out space

uniformly. Such nature of the magnetic flux at differ-

ent layers of the solar atmosphere dictates that the flux

tubes expand laterally at the junction of the chromo-

sphere and corona, where the plasma β changes from

being greater than one to less than one. This type of ex-

pansion of flux tubes is realized in 2D MHD simulations

of coronal loops (e.g., Guarrasi et al. 2014). Through

an area expansion factor, this has also been incorpo-

rated in 1D or 0D models (Mikić et al. 2013; Cargill

et al. 2022). We do not include expansion in our model

because we are interested in the spicule dynamics in the

corona, and the simplification should not affect our re-

sults significantly. We note that the plasma β is less

than unity throughout the evolution, so no expansion

from the spicule injection would be expected. Addi-

tionally, the initial atmosphere and injection profile are

uniform along the horizontal (cross-field) axis. Hence

the plasma remains nearly uniform in the lateral direc-

tion, effectively making our simulations similar to 1D

hydrodynamic simulations. Nevertheless, we ran all our

computations using the 2D MHD set up because of our

familiarity with the powerful PLUTO code. The limited

number of grid points in the cross-field direction keeps

the computational demands relatively low.

Two main components of our simulations are: (a)

a background loop in hydrostatic and energy equilib-

rium representing a tenuous coronal atmosphere, and (b)

the propagation of injected material resembling spicule

propagation along the loop. Our experimental spicule

consists of a hot dense tip followed by cold dense mate-

rial injected from the base of the model. Here we inves-

tigate how changing the temperature of the hot tip and

injection speed can alter the intensities and profiles of
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the Fe XII (195 Å) and Fe XIV(274 Å) coronal spectral

lines.

We have performed six sets of simulations where the

spicule tip temperatures are considered to be at 2, 1, and

0.02 MK, followed by cold material with a temperature

of 0.02 MK. All the runs are performed with two injec-

tion velocities: 50 and 150 km s−1 (see Table 1). Since

we assume that spicules might have been generated deep

inside the chromosphere, we inject a high-density mate-

rial in the loop to emulate the spicule. The density scale

height of the spicule is chosen to be six times the gravi-

tational scale height at the base of the equilibrium loop.

To impose such conditions on the ejected spicule, its

density follows a time profile given by,

ρ(t) =

ρ0 exp
[
v(t)t
6H

]
, 0 < t ≤ t5

ρ(t5), t5 < t
, (1)

where ρ(t) and ρ0 are the injected density at time t and

the base density of the equilibrium loop, respectively.

The time profile of the injection velocity is given by,

v(t) =



vinj ×
(
t
t1

)
, 0 < t ≤ t1

vinj , t1 < t ≤ t4
vinj ×

(
t5−t
t5−t4

)
, t4 < t ≤ t5

0, t5 < t

, (2)

where vinj corresponds to 50 or 150 km s−1 (depending

on the simulation). H represents the gravitational scale

height given by

H =
kBTbase
µmHg�

, (3)

where Tbase = 0.02 MK is the base temperature of the

loop, kB is the Boltzmann constant, while mH and g�
represent mass of the hydrogen atom and solar surface

gravity, respectively, and µ = 0.67 denotes the mean

molecular weight of the plasma. The temperature of

the ejected spicule also follows a time profile given by

T (t) =



Tbase + (Ttip − Tbase)×
(
t
t1

)
, 0 < t ≤ t1

Ttip, t1 < t ≤ t2
Ttip + (Tbase − Ttip)×

(
t−t2
t3−t2

)
, t2 < t ≤ t3

Tbase, t3 < t

,

(4)

where Tbase is the temperature of the cold material

(bottom part) of the spicule (= 0.02 MK) and Ttip is

the spicule tip temperature which can take values 2,

1, or 0.02 MK depending on the run being performed.

Figure 1. Density and temperature profiles of the initial
static equilibrium loop.

In all the above equations, times t1, t2, t3, t4 and t5
are chosen to be 2, 10, 12, 90 and 100 s, respectively.

Times are chosen so that the top 10% of the spicule’s

body emits in coronal lines as is generally observed (De

Pontieu et al. 2011). The total injection duration is also

motivated by the observed lifetime of type II spicules

(De Pontieu et al. 2011). The ramping up of veloc-

ity, density, and temperature ensures a smooth entry

of the spicules into the simulation domain. Similarly,

the ramping down at the end of the injection avoids

any spurious effects. Figure 2 shows one such example

of velocity, density, and temperature profiles when the

spicule is ejected with velocity 150 km s−1, and its hot

tip is at 2 MK. Likewise, different injection time pro-

files have been used for other injection velocities and

temperatures. The initial equilibrium loop remains the

same in all cases, unless specified.

3. RESULTS

The large velocity of the spicule and high pressure

compared to the ambient medium give rise to a shock,

which propagates along the loop and heats the material

ahead of it. Depending on the sound speed of the am-

bient medium (i.e., the preexisting loop plasma) and

the temperature of the injected spicule material, the

generated shock turns out to be of different kinds: (a)

Piston driven shock – in which case the shock speed is

nearly equal to the injection speed (e.g., simulation with

Ttip = 0.02 MK), and (b) Pressure driven shock – in

which case the shock speed exceeds the injection speed

(e.g., when Ttip = 2 and 1 MK). Emission from the

shock heated plasma differs depending on the nature of

the shock.

We compare different simulations to understand the

coronal response to spicules with different injection pa-

rameters. Our discussion starts with the results from

Run1 where the hot tip of the injected spicule has a tem-

perature Ttip = 2 MK and injection velocity v = 150 km

s−1. The injection profiles are those already shown in

Figure 2.
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Figure 2. Injection velocity, density and temperature profiles as a function of time at the bottom boundary from Run1.

3.1. Dynamics and heating

Insertion of dense, high temperature plasma (Ttip = 2

MK) with high velocity (v = 150 km s−1, Run1) into the

warm loop produces a shock. Figure 3 shows the tem-

perature, density and plasma velocity along the loop at

t = 70 s. The dashed lines mark the location of the shock

front. It is evident from the figure that the high com-

pression ratio exceeds the ratio of an adiabatic shock.

The compression ratio of an adiabatic shock should al-

ways be ≤ 4. To understand the nature of the shock,

we perform a shock test with Rankine-Hugoniot (RH)

conditions, which read

ρ2
ρ1

=
γ + 1

2
M2 + (γ − 1)

=
v1
v2

. (5)

Here ρ1 and ρ2 are the pre- and post-shock plasma mass

densities respectively, and v1 and v2 are likewise the

pre- and post-shock plasma velocities in the shock rest

frame. Furthermore, γ is the ratio of the specific heats,

cs =
√

γP1

ρ1
is the upstream sound speed, where P1 is

the upstream pressure, and finally M = v1/cs is the up-

stream Mach number in the shock reference frame. In-

jection of high temperature plasma accelerates the shock

with a speed much larger than the injection speed of the

spicule material giving rise to a pressure driven shock

front.

Figure 3 demonstrates an abrupt change in plasma

variables at the shock. The shock speed at this instant

is 562 km s−1. It also shows that at the discontinuity

location (s = 36.9 Mm, s being the coordinate along the

loop), the density and velocity ratios are 10.7 and 0.094,

respectively, in the shock rest frame. The inverse rela-

tionship of these ratios indicates a constant mass flux

across the shock front, in accordance with equation (5).

The Mach number in the shock frame at the same lo-

cation is 3.37. With this Mach number, the RH condi-

tion gives density and velocity ratios in accordance with

those in the simulation (10.5 and 0.095) when γ = 1.015.

In other words, consistency is achieved with this value

Figure 3. Plasma variables along the loop at t = 70 s in
Run1. The colored dashed line marks the location of shock
front. The observed density and velocity jumps match well
with γ = 1.015 indicating the shock is locally isothermal,
consistent with the temperature profile.
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of γ. Being close to unity, it implies a nearly isother-

mal shock. Efficient thermal conduction carries a large

heat flux from the shock front to its surroundings, giving

rise to the locally smooth, near-isothermal temperature

profile in Figure 3. It is worth mentioning here that

RH-jump conditions do not consider any heat loss/gain,

such as thermal conduction or radiative loss. However,

our system includes these sink terms in the energy equa-

tion. It is because of these loss functions the shock-jump

is larger. Limited thermal conduction would bring the

jump condition closer to the adiabatic approximation

but would also affect the thermal profile ahead and be-

hind the shock. Our result is consistent with that of Pe-

tralia et al. (2014), where the signature of the shocks in

front of the spicule has been reported. As we show later,

the initially hot material in the spicule tip cools dramat-

ically. Only ambient material heated by the shock is hot

enough to produce significant coronal emission.

Interestingly, the high compression ratio at the shock

front depends more on the temperature difference and

corresponding pressure difference between the injected

and ambient plasma material than on the velocity with

which it is injected. Table 1 shows a study of how the

compression ratio (or the shock strength) varies when

the tip of the spicules are at different temperatures and

are injected with different velocities. As mentioned ear-

lier, the injection conditions give rise to two different

types of shocks. When the injected plasma tempera-

ture is high (e.g., spicule tips with temperatures 2 and

1 MK), the excess pressure gives rise to a pressure-driven

shock. On the other hand, injection of a cold material

(tip temperature equal to that at the loop footpoint,

i.e., 0.02 MK) produces a piston-driven shock. Our

test runs identify both kinds of shocks. For example,

when we inject spicules with a fixed injection velocity of

150 km s−1, but with different tip temperatures (viz. 2,

1 and 0.02 MK), the average shock speed is 520, 400 and

210 km s−1, respectively (see Figure 11). The first two

shocks are pressure-driven as the average shock speeds

exceed the injection speed by a wide margin. The third

shock maintains a speed close to the injection speed and

can be categorized as a piston-driven shock. The shock

speed depends not only on the injected tip tempera-

ture, but also on the properties of the ambient material

in which it is propagating, which vary along the loop.

This is discussed further in Appendix B.

3.2. Loop emission

Thermally conducted energy from the shock front

heats the material lying ahead of it. Therefore, a mag-

netic flux tube subjected to spicule activity could pro-

Table 1. Dependence of compression ratio on the injected hot
tip temperature and speed.

Run Ttip v Compression

(MK) (km s−1) ratio

1 2 150 11.2

2 2 50 8.9

3 1 150 8.7

4 1 50 6.2

5 0.02 150 3.6

6 0.02 50 1.7

duce hot emission from newly ejected material at the

spicule’s hot tip and from pre-existing coronal material

in both the pre and post-shock regions. We now exam-

ine the contributions from these three different sources.

We identify the leading edge of the hot spicule tip by

finding the location in the loop where the column mass

integrated from the right footpoint equals the initial col-

umn mass of the loop. Recall that the spicule is injected

from the left footpoint. The spicule compresses the ma-

terial in the loop, but does not change its column mass.

We identify the trailing edge of the hot material in a sim-

ilar manner, but using the column mass at time t = 10 s,

when the injection of hot material ceases and the injec-

tion of cold material begins.

Figure 4 shows emission along the loop in the Fe XII

and Fe XIV lines at t = 10 and 70 s, evaluated from

Run1. The orange region is the hot spicule tip, while

the red region is the shock-heated material ahead of it.

The shock front is the dot-dashed black vertical line.

The dark orange curve is temperature in units of 105 K,

with the scale on the left. The blue curve is the loga-

rithm of density, with the scale on the right. The yellow

and green curves are the logarithms of Fe XII and Fe

XIV intensity, respectively, with the scale on the left.

The variation of intensity is enormous; a difference of

10 corresponds to 10 orders of magnitude. The intensity

is what would be observed by the Extreme ultraviolet

Imaging Spectrometer (EIS; Culhane et al. (2007)) on-

board Hinode (Kosugi et al. 2007) if the emitting plasma

had a line-of-sight depth equal to the EIS pixel dimen-

sion, i.e., if observing an EIS pixel cube. This can be

interpreted as normalized emissivity.

At t = 10 s, the emission in both lines comes primarily

from the injected hot plasma (orange region). On the

other hand, at t = 70 s it comes primarily from the shock

heated plasma (red region). The transition happens very

early on. Shortly after the injection of the hot material
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stops (t = 10 s), emission from the shock heated mate-

rial starts dominating the total emission from the loop.

This is evident in the time evolution plot of the loop-

integrated emission in Figure 5. Shown are the intensi-

ties that would be observed by EIS, assuming that the

loop has a cross section equal to the pixel area and that

all of the loop plasma is contained within a single pixel.

This corresponds to a loop that has been straightened

along the line of sight and crudely represents a line of

sight passing through an arcade of similar, out of phase

loops. The black curve shows the evolution of the to-

tal emission contributed by the spicule and pre-existing

plasma. Subtracting the spicule component (red curve)

from the total gives the evolution of the emission coming

solely from the pre-existing (non-spicule) loop material

(green curve). Soon after the hot tip of the spicule com-

pletes its entry into the loop (at t = 10 s), the emission

from the spicule falls off rapidly. This is because the hot

material at the spicule tip cools rapidly as it expands in

the absence of any external heating. It is far too faint to

make a significant contribution to the observed coronal

emission, as emphasized earlier by Klimchuk (2012) and

Klimchuk & Bradshaw (2014).

For better comparison with observations, we construct

synthetic spectral line profiles. The methodology is ex-

plained in Appendix C. To construct these profiles, we

imagine that the loop lies in a vertical plane and is ob-

served from above. We account for the semi-circular

shape when converting velocities to Doppler shifts. We

then integrate the emission over the entire loop and dis-

tribute it uniformly along the projection of the loop onto

the solar surface. We assume a cross section correspond-

ing to an EIS pixel, and thereby obtain a spatially aver-

aged EIS line profile for loop. Finally, a temporal aver-

age is taken over the time required for the shock to travel

to the other end of the loop (≈ 190 s in this case). Such

spatially and temporally averaged line profiles from a

single loop (e.g., Figure 6) is equivalent to an observa-

tion of many unresolved loops of similar nature but at

different stages of their evolution (Patsourakos & Klim-

chuk 2006; Klimchuk & Bradshaw 2014).

Asymmetric coronal line profiles with blue wing en-

hancement are manifestations of mass transport in the

solar corona. Type II spicules are often suggested to

be associated with such a mass transport mechanism

(De Pontieu et al. 2009, 2011; Mart́ınez-Sykora et al.

2017). However, the extreme non-Gaussian shapes of

the simulated Fe XII and Fe XIV line profiles (Figure 6)

are significantly different from observed shapes (De Pon-

tieu et al. 2009; Tian et al. 2011; Tripathi & Klimchuk

2013). Also, the very large blue shifts are inconsistent

with observations. Observed Doppler shifts of coronal

lines tend to be slower than 5 km s−1 in both active

regions (Doschek 2012; Tripathi et al. 2012) and quiet

Sun (Chae et al. 1998; Peter & Judge 1999). In con-

trast, a shift of 150 km s−1 is evident in the simulated

spectral lines (Figure 6).

Our simulation is not reliable after the shock reaches

the right boundary of the model. Because of rigid wall

boundary conditions, it reflects in an unphysical man-

ner. One might question whether the emission after this

time could dramatically alter the predicted line profiles.

We estimate the brightness of this neglected emission us-

ing the loop temperature profile shortly before the shock

reaches the chromosphere at t = 190 s. The temperature

peaks at the shock, and there is strong cooling from ther-

mal conduction both to the left (up the loop leg) and,

especially, to the right (down the loop leg). We estimate

the cooling timescale according to:

τcond =
21

2

kBnel
2

κ0‖T 5/2
, (6)

where, kB is the Boltzmann constant, κ0‖ is the coef-

ficient of thermal conductivity along the field lines, T is

the temperature at the shock, ne is the electron number

density behind the shock, and l is the temperature scale

length. We do this separately using the scale lengths on

both sides of the shock, obtaining τcond = 1290 s and

7 s for the left and right sides, respectively. Radiative

cooling is much weaker and can be safely ignored. We

estimate the integrated emission after t = 190 s by mul-

tiplying the count rate at that time by the longer of the

two timescales, thereby obtaining an upper limit on the

neglected emission in our synthetic line profiles. The re-

sult is 10565 DN pix−1 for Fe XII and 2206 DN pix−1 for

Fe XIV. These are about 0.97 and 2.76 times the tempo-

rally integrated emission before this time, for Fe XII and
Fe XIV, respectively. The factors are much smaller us-

ing the shorter cooling timescale. Even the large factors

do not qualitatively alter our conclusions. The profile

shapes and Doppler shifts would still be much different

from observed. The conclusions we draw below are also

not affected by neglecting the emission after the shock

reaches the right footpoint.

3.3. Comparison with observations

We now estimate the spicule occurrence rate that

would be required to explain the observed coronal in-

tensities from active regions and quiet Sun. We have al-

ready seen that, in the absence of any external (coronal)

heating, the hot material at the tip of the spicule cools

down rapidly. However, we are concerned here with the

total emission, including that from pre-existing material

that is heated as the spicule propagates along the loop.
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Figure 4. Logarithm of Fe XII and Fe XIV intensity (yellow and green, respectively) and temperature (dark orange) as a
function of position along the loop at t = 10 and 70 s in Run1. Units are given in the legend. The blue curve is the logarithm
of density with the scale on the right. The marked light orange region indicates the hot tip of the spicule, while the red region
indicates the compressed post-shock plasma. The dot-dashed line (ahead of the red region) marks the location of the shock
front.

Figure 5. Loop integrated intensity in Fe XII and Fe XIV as a function of time for Run1. The red dashed curve is the
contribution only from the injected spicule material, while the green dashed curve is the contribution of the loop material
excluding the injected spicule. The black curve is the sum of both the spicule and non-spicule intensities. Time integrated
intensities over the 190 s required for the shock to reach the right footpoint are indicated. Even though the emission from the
injected spicule material decreases rapidly, it is so much brighter than the shock heated pre-existing material that it contributes
more to the time integration.

Consider a region of area Areg on the solar surface, large

enough to include many spicules. If the spatially aver-

aged occurrence rate of spicules in this region isR (cm−2

s−1), then one may expect Nreg = RτAreg spicules to

be present at any moment, where τ is the typical spicule

lifetime. Since we are averaging over large areas, the ori-

entations of the spicule loops does not matter, and we

can treat the loops as straightened along the line of sight,

as done for Figure 5. If Isp (DN s−1 pix−1) is the tem-

porally averaged intensity of such a loop (the full loop

intensity divided by 190 s in Fig. 5), then the expected

intensity from a corona that only contains spicule loops

is Iobs = NregIspAsp/Areg = IspRτAsp, where Asp is

the cross-sectional area of the loop.

The typical intensities (Iobs) observed by EIS in active

regions and quiet Sun are, respectively, 162 and 34 DN

s−1 pix−1 in Fe XII (195 Å) and 35 and 4 DN s−1 pix−1

in Fe XIV (274 Å) (Brown et al. 2008). On the other

hand, the temporally averaged intensities from our sim-

ulation (Isp) are 56.36 and 4.22 DN s−1 pix−1 for Fe XII

and Fe XIV, respectively. Considering τ to be 190 s, the

time it takes for the shock to travel across the loop, we

derive an occurrence rate (R) of spicules as a function
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Figure 6. Spatially and temporally averaged synthetic spectral line profiles of Fe XII and Fe XIV for Run1. The line profiles
are averaged over the full length of the loop and over the 190 s needed for the shock to reach the other end of the loop. Spectral
line profiles are highly blue-shifted, and the shapes do not agree with the observed asymmetric line profiles.

of their cross-sectional area (Asp). Results are shown in

Figure 7 for the two lines.

Following our earlier logic, we may also argue that

at any given time there are N� = RτA� spicules on

the solar disk, where A� is the area of the solar disk.

Using the estimated value of the occurrence rate of the

spicules (R), and taking τ to be 190 s as before, the

number of spicules on the solar disk is related to the

other quantities as per N� = (Iobs/Isp)(A�/Asp). This

formula represents N� as a function of the spicule cross-

sectional area Asp (Figure 8). Considering the fact

that the typical observed widths of spicules lie between

200 − 400 km (Pereira et al. 2011), we find that the

full disk equivalent number of spicules required to ex-

plain the observed intensities exceeds 107 in the quiet

Sun and 108 in active regions, as indicated by the green

shaded region in Figure 8. However, observational esti-

mations for the number of spicules on the disk vary be-

tween 105 (Sterling & Moore 2017) and 2×107 (Judge &

Carlsson 2010). There is a large discrepancy. Far more

spicules than observed would be required to produce all

the observed coronal emission. For the quiet Sun, 100

times more spicules would be needed, while for active

regions, 10 − 103 times more would be needed. These

are lower limits based on Run1. Our other simulations

imply even greater numbers of spicules (see Table 2).

We should mention here that the larger the height

the spicule rises, the longer the time it compresses the

ambient material, and thus the brighter the time aver-

aged emission. The spicules in our simulations with 150

km s−1 injection speed reach a height of about 23 Mm,

which is much larger than the typically observed spicule

height (∼ 10 Mm). Therefore, we are likely to over-

estimate the emission coming from spicule loops, and

so the discrepancy between the required and observed

number of spicules is even greater. It should also be

noted that the values estimated by Sterling & Moore

(2017); Judge & Carlsson (2010) consider both type I

& II spicules. The discrepancy thus increases further if

one considers type II spicules alone.

Analysis of our simulated observations thus suggests

that spicules contribute a relatively minor amount to the

emission and thermal energy of the corona. Through the

generation of shocks, they may heat the local plasma,

but that too cools down rapidly due to expansion and

thermal conduction. Therefore, synthetic spectra de-

rived from our simulation show a high discrepancy with

observed spectra. However, this does not rule out the

possibility of spicules contributing significantly to the

coronal mass. The ejected spicule material may still get

heated in the corona through some other heating mech-

anism – a source that exceeds the initial thermal and

kinetic energy of the spicule. However, observational

evidence of such a process is still lacking. Analyzing

the excess blue wing emission of multiple spectral lines

hotter than 0.6 MK, Tripathi & Klimchuk (2013) have

concluded that the upward mass flux is too small to

explain the mass of the active region corona. Their ob-

servations indicate that spicules hotter than 0.6 MK are

not capable of providing sufficient mass to the corona.

So far, we have allowed our spicules to propagate

within a warm (T = 0.5 MK), relatively low density

loop in order to determine whether they, by themselves,

can explain the observed hot emission. Our simulations

indicate that this is not viable. Therefore, there must

be some other heating mechanisms at play that produce

the hot, dense plasma. Setting aside the issue of heating

mechanisms, in the following section we simply test the

response of a spicule in a hot and dense flux tube.

3.4. Spicule propagation in a hot loop
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Figure 7. The required occurrence rate of spicules to explain the typically observed Fe XII and Fe XIV intensities for active
regions and quiet Sun (curves are derived from Run1). The occurrence rate is plotted against the cross-sectional area of spicules.

    

Figure 8. Required number of spicules at any given time on the Sun as a function of spicule cross-sectional area, estimated
from the spicule occurrence rate (derived using Run1). Spicules having widths of 200−400 km are fairly common. The required
number of spicules having widths in this range is marked by the shaded region in both the plots.

We have considered a static equilibrium loop with

apex and footpoint temperatures of approximately 2 and

0.02 MK, respectively. A spicule with a tip temperature

of 2 MK followed by a cold, dense material with tem-

perature 0.02 MK is injected with a velocity of 150 km

s−1 from the bottom boundary, similar to our previous

spicules. The velocity profile of the injected spicule is

the same as shown in Figure 2. The injected spicule

generates a shock that takes about 180 s to traverse the

loop.

The spatio-temporal averaged spectral line profiles are

obtained following the method described in Appendix C.

However, in this case, because of the high background

temperature, the loop itself emits significantly in the Fe

XII and Fe XIV coronal lines. We consider the situa-

tion where the line of sight passes through many loops.

Some contain spicules and some are maintained in the

hot equilibrium state. We adjust the relative propor-

tions to determine what combination is able to repro-

duce the observed red-blue (RB) profile asymmetries,

which are generally < 0.05 (Hara et al. 2008; De Pon-

tieu et al. 2009; Tian et al. 2011). For an asymmetry of

≈ 0.04, we find that the ratios of spicule to non-spicule

strands are 1 : 150 for the Fe XII line and 1 : 72 for

the Fe XIV line. Again the conclusion is that spicules

are a relatively minor contributor to the corona overall,

though they are important for the loops in which they

occur.

4. SUMMARY AND DISCUSSION

The solar atmosphere displays a wide variety of

spicules with different temperatures and velocities. It
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Table 2. Summarizing the number of spicules (width ∼ 300 km) required to explain the quiet Sun and active region
intensities as predicted from the test runs.

Run Ttip v Loop integrated counts Quiet Sun Active Region

(MK) (km s−1) (DN s−1 pix−1) (Required number of spicules) (Required number of spicules)

Fe XII Fe XIV Fe XII Fe XIV Fe XII Fe XIV

1 2 150 0.6405 4.8 × 10−2 4.02 × 107 6.31 × 107 1.92 × 108 5.52 × 108

2 2 50 0.2336 1.47 × 10−2 1.1 × 108 2.06 × 108 5.25 × 108 1.8 × 109

3 1 150 6.7 × 10−2 1.3 × 10−3 3.86 × 108 2.26 × 109 1.84 × 109 1.98 × 1010

4 1 50 5.9 × 10−3 7.81 × 10−6 4.3 × 109 3.8 × 1011 2.06 × 1010 3.4 × 1012

5 0.02 150 4.4 × 10−4 1.5 × 10−7 5.89 × 1010 2.02 × 1013 2.8 × 1011 1.77 × 1014

6 0.02 50 1.02 × 10−7 1.1 × 10−13 2.5 × 1014 2.7 × 1019 1.2 × 1015 2.4 × 1020

Figure 9. Spatially and temporally averaged synthetic spec-
tral line profiles of Fe XII and Fe XIV for the case when a
spicule (with tip temperature of 2 MK) is injected in a hot
loop with apex temperature 2 MK. The line profiles are av-
eraged over 180 s (the time taken by the shock to traverse
the loop).

has been suggested that type II spicules are a major

source of coronal mass and energy (De Pontieu et al.

2007, 2009, 2011). In this work, we numerically investi-

gate the role of spicules in producing observed coronal

emissions. In particular, we examine whether, in the ab-

sence of any external heating, the hot tips of the spicules

and the shock-heated ambient plasma can explain the

observed coronal emission. For this, we inject spicules

with different temperatures and velocities into a coro-

nal loop in static equilibrium. We choose a relatively

cool equilibrium so that the loop does not itself produce

appreciable emission in the absence of a spicule. Each

of our injected spicules consists of a hot tip followed by

a cold body. We consider three different temperatures

for the hot tips, viz., 2, 1 and 0.02 MK, while the cold,

dense chromospheric plasma that follows the tip has a

temperature of 0.02 MK. Six different simulations are

run by injecting each of these spicules with an initial ve-

locity of either 50 km s−1 or 150 km s−1 (see Table 1).

We also have constructed spectral line profiles and es-

timated the spicule occurrence rate required to explain

the observed intensities from the quiet Sun and active

regions. Our main results are summarized as follows.

Shock formation during spicule propagation —All six runs

described above suggest the formation of shocks due to

the injection of spicule material into the coronal flux

tubes. The shocks are stronger when the temperature

differences and therefore pressure differences with the

ambient plasma are higher. Table 1 shows the variation

of the compression ratio (measure of shock strength)

with changing temperature of the spicule tip. The

nature of the shock depends on the tip temperature.

Spicules with a hotter tip produce a pressure-driven

shock that propagates with a speed larger than the in-

jection speed. Spicules with a cold tip (i.e., Ttip = 0.02

MK) produce a piston-driven shock which propagates
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with a speed close to the injection speed. The intensi-

ties and shapes of spectral line profiles depend on the

nature of the shock. The formation of shocks during

spicule injection agrees well with previous studies (Pe-

tralia et al. 2014; Mart́ınez-Sykora et al. 2018).

Rapid cooling of the hot spicule tip —Our simulations show

that, in the absence of any external heating, the hot tip

of the spicule cools rapidly before reaching a substan-

tial coronal height. Consequently, the tip emission from

coronal lines like Fe XII (195 Å) and Fe XIV (274 Å)

is short lived (Figure 5) and confined to low altitudes.

The result is consistent with earlier studies by Klimchuk

(2012) and Klimchuk & Bradshaw (2014).

Relative emission contributions of hot tip and shock heated

plasma —Our simulations show that the pre-existing ma-

terial in the loop gets heated through shock compression

and thermal conduction. However, the time-integrated

emission from this heated pre-existing material is less

than that from the hot tip, as shown in Figure 5. The

tip plasma is hot for a much shorter time, but it is in-

herently much brighter because of the greater densities

(it is injected in a dense state).

Line profile discrepancies —The shapes of our synthetic

spectral line profiles show significant discrepancies with

observations. The simulated profiles are highly non-

Gaussian and far more asymmetric than observed. A

strong blue shift (∼ 150 km s−1) of the synthetic lines is

also inconsistent with the mild Doppler shifts (< 5 km

s−1) observed in the quiet Sun and active regions.

Excessive number of spicules required to explain observed

intensities —The spatially and temporally averaged in-

tensities from our simulations (Figures 6) imply that far

more spicules are required to reproduce the observed

emission from the solar disk than are observed (Fig-

ure 8). The discrepancies are up to a factor of 100 for

the quiet Sun and factors of 10− 103 for active regions.

These factors apply specifically to Run1, where a spicule

with a 2 MK tip is ejected at a velocity of 150 km s−1. As

listed in Table 2, the loops in our other simulations with

different combinations of tip temperature and ejection

velocity are fainter, and therefore more of them would

be required to reproduce the observed disk emission, ex-

acerbating the discrepancy.

Ratio of loops with and without spicules —Under the as-

sumption that the corona is comprised of hot loops

with and without spicule ejections, red-blue spectral

line asymmetries similar to those observed (0.04) require

far more loops without spicules than with them. The

spicule to non-spicule loop number ratio is 1 : 150 for

the FeXII line and 1 : 72 for the Fe XIV line.

Our simulations indicate that spicules contribute a rel-

atively minor amount to the mass and energy of the

corona. Such a claim had already been made by Klim-

chuk (2012), where it was shown that hot tip material

rapidly expanding into the corona is unable to explain

the observed coronal emission. However, a bodily ejec-

tion of the spicule was not considered, and the emission

from ambient material effected by the expansion was

not rigorously investigated (though see Appendix B in

that paper). Later, Petralia et al. (2014) argued that

the shock-heated material in front of an ejected cold

spicule might be erroneously interpreted as ejected hot

material. They did not compare the brightness of the

shock-heated material with coronal observations. Our

numerical simulations improve on both of these stud-

ies. We show that neither the expanding hot tip nor

the shock-heated ambient material of a bodily ejected

spicule can reproduce coronal observations. A number

of discrepancies exist. The existence of some coronal

heating mechanism - operating in the corona itself - is

required to explain the hot corona. It is not sufficient to

eject hot (or cold) material into the corona from below.

We emphasize that our conclusion does not rule out

the possibility that waves may be launched into the

corona as part of the spicule ejection process, or that

new coronal currents may be created outside the flux

tube in which the ejected material resides, as suggested

by Mart́ınez-Sykora et al. (2018). Such waves and cur-

rents would lead to coronal heating and could explain

at least some non-spicule loops. It seems doubtful, how-

ever, that this could explain the many non-spicule loops

implied by observed line profile asymmetries. It seems

that some type of heating unrelated to spicules must

play the primary role in explaining hot coronal plasma.
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A. STATIC EQUILIBRIUM CONFIGURATION FROM DOUBLE RELAXATION METHOD

We inject spicules in a magnetic structure that is in static equilibrium. Such an equilibrium is achieved recursively,

and the final equilibrium profile is obtained through two stages of relaxation. First, we obtain the density and

temperature profiles by solving the hydrostatic and energy balance equations (Aschwanden & Schrijver 2002) assuming

a steady and uniform background heating Qbg. The CHIANTI radiative loss function Λ(T ) is used to describe the

loop’s radiation in the energy balance equation. The desired looptop temperature is achieved by adjusting the value

of Qbg. However, due to lack of exact energy balance, the temperature and density profiles derived in this way do not

achieve a perfect equilibrium state. Rather these derived profiles are then used to calculate the final equilibrium loop

profile , such that the resulting temperature profile never drops below the chromospheric temperature Tch (2×104 K),

and the system does not generate any spurious velocity either. In the following, we explain these two stages in detail.

A.1. Heating and cooling in Relaxation-I:

Starting with the initial profiles described above, the loop is allowed to relax under gravity with the constant

background heating Qbg. To avoid numerical artifacts, from this stage onward, we smoothly reduce the radiative

cooling of the chromosphere to zero over a narrow temperature range between Tch and Tmin, where Tmin = 1.95×104 K

is a conveniently chosen temperature slightly less than Tch. This is achieved by the radiative loss function λ(T ), defined

as

λ(T ) =


Λ(T ), ifT ≥ Tch(
T−Tmin

Tch−Tmin

)
Λ(Tch), ifTmin < T < Tch

0, ifT ≤ Tmin

. (A1)

Here Λ(T ) denotes the optically thin radiative loss function from CHIANTI. The modified function λ(T ) is plotted in

Figure 10. As the loop relaxes, material drains from the corona and accumulates at the footpoints. The resulting high

density of the loop footpoints gives rise to excessive cooling and brings down the footpoint temperatures below Tmin,

along with generating short lived velocities. However, the loop eventually achieves a steady-state, and we use the

enhanced footpoint density at that time (nbase) to estimate the additional heating required to keep the chromospheric

temperature above Tmin. This is carried out in the next relaxation stage.

A.2. Heating and cooling in Relaxation-II:

Once again, we start with the initial density and temperature profiles from the beginning of the first stage. However,

this time we apply additional heating in the chromosphere above the constant background heating Qbg. This prevents

the plasma from cooling below Tmin and instead lets it hover between Tch and Tmin. The total heating function Q is

given by

Q =


Qbg, ifT ≥ Tch(

n
nbase

)2
Qch

(
Tch−T

Tch−Tmin

)
+Qbg, ifTmin < T < Tch(

n
nbase

)2
Qch +Qbg, ifT ≤ Tmin

, (A2)

where Qch = n2chΛ(Tch) is the heat required to balance the radiative losses from the footpoint plasma of the initial

loop profile at temperature Tch and density nch. Figure 10 graphically depicts the radiative loss and heating functions

that are maintained throughout the simulation.

B. VARIATION OF SHOCK SPEED WITH HEIGHT

For a pressure driven shock, the shock’s speed primarily depends on the pressure difference between the spicule’s tip

and the ambient medium in which it is propagating. Lower pressure close to the loop apex provides lesser resistance to

the shock propagation, and hence the shock speed increases. On the other hand, high pressure close to the footpoints

provides greater resistance and thus the shock speed reduces. For a better understanding, we track the shock front

along the loop and derive its speed during its propagation. The shock front at any instant can be identified from the

density jump moving ahead of the injected spicule material. To track it, we identify the jump in density at each time,

which is also associated with the maximum temperature of the loop. Once the locations of the shock front along the

loop are identified, a derivative of the same gives the instantaneous shock speed as a function of loop coordinates.
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Figure 10. Radiative loss function and excess heating implemented to prevent cooling of plasma below Tmin. When the
temperature of the loop is above Tch, the radiative loss is given by the CHIANTI radiative loss function Λ(T ) (Equation A1).
The only heating applied to the loop at these temperatures is the uniform background heating Qbg. The radiative cooling
smoothly goes to zero as the temperature approaches Tmin from above. In the temperature range Tmin to Tch, depending on
the plasma density and temperature, an additional heating is provided to the loop to balance the lost energy through radiative
cooling. Below the temperature Tmin, an additional heating Qch, proportional to n2

ch, is applied to bring the plasma back Tch.

Figure 11. Variation of the shock speeds as a function of loop coordinates for injection speed = 150 km s−1 and tip temperatures
= 2, 1 and 0.02 MK.

Figure 11 shows the variation of shock speed as a function of loop coordinates for three different shocks, all ejected

with velocity 150 km s−1 but with three different tip temperatures, viz. 2, 1 and 0.02 MK. Though the shock speeds

increase at the loop apex for all three shocks, velocity amplitudes depend on the injection temperatures and thus

pressures. The larger the tip temperature, the higher the spicule tip pressure and hence larger is the shock speed.

C. FORWARD MODELLING

Spectral profiles provide a wealth of information about the plasma dynamics along the line of sight (LOS). Adapting

the method outlined in Patsourakos & Klimchuk (2006), synthetic spectral line profiles are constructed at each nu-

merical grid cell using the cell’s density, velocity and temperature. At any given time, t, and location along the loop,
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s, the line profile is

I(s, t) =
I0√

πvwidth
exp

[
−(v − vshift)2

v2width

]
, (C3)

where I0 is the amplitude, vshift is the Doppler shift, and vwidth is the thermal line width. The amplitude is given by

I0(s, t) = n2eG(T )ds , (C4)

where ne, T and ds denote the electron number density, temperature, and length of the cell. The contribution function

G(T ) for the line is taken from the CHIANTI atomic data base (Landi et al. 2013). The Doppler shift equals the line

of sight velocity of the cell,

vshift = vlos (C5)

in wavelength units, and the thermal width is given by

vwidth =

√
2kBT

mion
, (C6)

where mion is the mass of the ion.

Once the line profile at each grid point is constructed, spatial averaging is performed by summing the profiles along

the loop and dividing by its projected length assuming that it lies in a vertical plane and is viewed from above:

〈I(t)〉spatial =
π

2L

∑
s

I(s, t)× d (C7)

where L is the loop length and d is the pixel dimension. The loop is assumed to have a cross section of d2. Finally

the spatially averaged line profiles are temporally averaged over a time τ , which is taken to be the travel time of the

shock along the loop; this yields

〈I〉spatial, temporal =
1

τ

∑
t

〈I(t)〉spatial (C8)
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